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Abstract. We use Bayesian neural network techniques to estimate the
number of defects in a software document based on the outcome of an
inspection of the document. Our neural networks clearly outperform
standard methods from software engineering for estimating the defect
content. We also show that selecting the right subset of features largely
improves the predictive performance of the networks.

1 Introduction

Inspections are used with great success to detect defects in different kinds of
software documents such as designs, specifications, or source code [7] . In an
inspection, several reviewers independently inspect the same document. The
outcome of an inspection is a zero-one matrix showing which reviewer detected
which defect. Some defects will be detected by more than one reviewer, but
usually not all the defects contained in a document are detected. How many
defects actually are contained in a document is unknown. To have a basis for
management decisions such as whether to re-inspect a document or to pass it on,
it is important in software engineering practice to reliably estimate the number
of defects in a document from the outcome of an inspection.

Defect content estimation methods for software inspections currently fall into
two categories : capture-recapture methods [6, 12] and curve-fitting methods
[15] . Both approaches use the zero-one matrix of the inspection as the only
input to compute the estimate. Several studies show that the defect content
estimates computed by these methods are much too unreliable to be used in
practice [2, 4, 12, 14] . Both methods show extreme outliers and a high variation
in the error of the estimates. A possible explanation is that these methods do
not take into account the experience made in past inspections (no learning).

In this paper, we view defect content estimation for software inspections as
a machine learning problem : the goal is to learn from empirical data collected
during past inspections the relationship between certain observable features of
an inspection and the true number of defects in the document being inspected. A
typical example of an observable feature is the total number of different defects
detected in an inspection. With our approach, knowledge gained in the past is
exploited in the estimation process.



To solve the machine learning problem, we apply the following techniques.
We use feature selection based on mutual information. As estimation models,
we train neural networks. For training, we take a Bayesian approach and use
an error function with a regularization term. The selection of the final model
is based on the model evidence. We have applied this framework successfully in
other application domains [10] .

The application of neural networks to defect content estimation in software
inspections is novel, although neural networks have previously been used in soft-
ware reliability. Closest to our work are Khoshgoftaar and Szabo [8] , but their
use of neural network techniques is improper. To estimate the number of defects
in software modules, they use 10 different static code metrics as input features.
Even after having reduced the number of features using principal component
analysis, their training dataset is too small to avoid overfitting a non-linear
model. In addition, when training a network they keep adding hidden units and
layers until the network achieves a prescribed error bound on the training data,
which occurs not until the network has 24 hidden units. No regularization or
model selection techniques are used. As a result, the predictive performance of
their networks is completely insufficient for software engineering practice.

We validate our machine learning approach applying a jackknife technique to
an empirical inspection dataset. We also compare against a particular capture-
recapture method (Mt (MLE) [6] ) and against a particular curve-fitting method
(DPM [15] ). The machine learning approach achieves a mean of absolute relative
errors of 5 percent. This is an improvement by a factor of 4, respectively, 7, as
compared to the other approaches. In addition, no outlier estimates occur for
this dataset when using machine learning.

2 Feature Selection and Bayesian Learning

2.1 Data Collection and Feature Generation

The machine learning approach requires a database containing empirical data
about past inspections. For each inspection in the database, we need to know
the zero-one matrix of the inspection and the true number num of defects in
the inspected document. The zero-one matrix is compiled during any inspection.
The true number of defects in a document can be approximated by adding up
all the defects detected in the document during development and maintenance.
This is sufficient for practical purposes; defects which are not detected even
during deployment of the software are not relevant for its operational profile.

From the zero-one matrix of an inspection, we generate a set of five candidate
features :
• the total number tdd of different defects detected in the inspection;
• the average, maximum, and minimum number ave, max, min of defects de-

tected by a reviewer;
• the standard deviation std of the number of defects detected by a reviewer.

These features are measures for the overall success of an inspection, respectively,
for the performance of the individual reviewers.



Our empirical dataset consists of 16 inspections which were conducted on
different specification documents during controlled experiments [1] . For each
inspection in the dataset, we know its zero-one matrix as well as the true number
of defects contained in the document, because the defects had been seeded into
the documents.

2.2 Feature Ranking and Subset Selection

Estimating a non-linear dependency between the input features and the target
will be more robust when the input-target space is low-dimensional (”empty
space phenomenon”). As a rule of thumb, we deduce from Table 4.2 in [13] that
for a dataset of size 16 at most two features should be used as input.

To select the two most promising features from our five candidate features,
we use a forward selection procedure based on mutual information. The mutual
information MI (X ; T ) of two random vectors X and T is defined as

MI (X ; T ) =
∫ ∫

p (x, t ) · log
p (x, t )

p (x ) p ( t )
.

The mutual information measures the degree of stochastic dependence between
the two random vectors [5] . To compute the required densities from the empirical
data, we use Epanechnikov kernel estimators [10, 13] .

As the first step in the selection procedure, that feature f is selected from
the set of candidate features which has maximal mutual information with the
target for the given dataset. For example, to maximize MI (f ; num ) the total
number tdd of different defects detected in the inspection is selected. In each
subsequent step, that one of the remaining features is selected which maximizes
the mutual information with the target when added to the already selected
features. For example, to maximize MI ((tdd , f ); num ) in the second step, the
standard deviation std of the reviewers’ inspection results is selected. This way
the features are ranked by the amount of information which they add about the
target. In our example, the ranking is ( tdd , std , max , min , ave ). As input to
the neural networks, we use the two features tdd and std .

2.3 Regularization and Bayesian Learning

The functional relationship between the input features and the target which has
been learned from the empirical data must generalize to previously unseen data
points. The theory of regularization shows that approximating the target as good
as possible on the training data, for example, by minimizing the mean squared
error ED on the training data, is not sufficient: it is crucial to balance the
training error against the model complexity [3] . Therefore, we train the neural
networks to minimize the regularized error E = β · ED + α · ER . The
regularization term ER measures the model complexity, taking into account
the weights wk in the network. We choose the weight-decay 1

2

∑
wk

2 as the
regularization term.



The factors α and β are additional parameters. Instead of using cross-
validation, we take a Bayesian approach to determine the weights wk and the
parameters α and β during training [9, 10] . This is done iteratively: we fix α
and β and optimize the weights wk using the fast gradient descent algorithm
Rprop [11] . Afterwards, we update α and β ; see [10] for the update rule. We
alternate several times between optimizing the weights and updating α and β .

2.4 Model Evidence and Selection

To find the model which best explains the given dataset, we systematically vary
the number h of hidden units in the networks from 1 to 10. Since the dataset
is small, we put all hidden units in a single layer, restricting the search space to
models with moderate non-linearity.

For each network topology, that is, for each number of hidden units, we train
50 networks. As the final model, we select the network which maximizes the
posterior probability P ( θ |D ), where Θ = (w, α, β , h ) is the parameter
vector and w is the weight vector of the network. To determine the final model,
we again use a Bayesian approach. We assign the same prior to each topology
h, integrate out α, β, and w, and estimate the posterior probability by the
model evidence P (D | h ) for which a closed expression can be given [10] . The
model evidence is known to be in good correlation with the generalization error
as long as the number of hidden units is not too large [3] . Therefore, instead
of choosing the network with the best evidence from all 500 trained networks,
we first choose the topology which has the best average evidence. From the 50
networks with the best-on-average topology we select the network with the best
evidence as the final model.

Table 1 shows the model selection when the second datapoint is left out from
our dataset as the test pattern and the remaining 15 datapoints are used for
training. For 1 to 5 hidden units, the correlation between the model evidence
and the test error of the corresponding 50 networks is strongly negative, whereas
for larger networks the correlation is positive (or absent). The test error grows as

Table 1. Example for model selection.

hidden units 1 2 3 4 5 6 7 8 9 10

mean evidence -22.6 -22.5 -23.6 -24.0 -25.7 -34.3 -35.3 -40.2 -40.7 -40.8

best evidence -19.5 -20.0 -19.2 -19.3 -18.6 -18.5 -18.5 -19.9 -15.9 -16.3

rel. test error 3.5 3.5 3.7 3.7 4.0 4.3 5.0 4.2 3.9 5.2

correlation -0.46 -0.86 -0.67 -0.89 -0.77 0.55 0.44 0.25 0.05 -0.02

the number of hidden units increases. Since the networks with two hidden units
show the best average evidence, the selection procedure chooses the best model
with two hidden units as the final model. The minimal test error is reached with
one or two hidden units; thus, the selection procedure yields a network with
good predictive performance.



3 Validation and Results

To validate the machine learning approach, we apply a jackknife to our empirical
dataset. One by one, we leave out an inspection from the dataset as the test
pattern, use the remaining 15 inspections as the training patterns, and compute
the relative estimation error for the test pattern. For the inspection left out, we
also compute the error for the linear regression model, the capture-recapture
method Mt (MLE) [6] and the curve-fitting method DPM [15] . Recall that the
last two methods take as input only the zero-one matrix of the inspection which
is to be estimated.

The results are given in Table 2. The neural network approach achieves a
mean of absolute relative errors of 5.3 percent. The other methods show high

Table 2. Relative estimation errors for the 16 test patterns.

pattern 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Mt -20 -27 -17 -24 -22 -25 -14 -25 -39 -67 0 0 -47 -33 -7 -13

DPM -7 -20 -3 -17 -11 -29 18 -7 -34 -61 73 27 -40 -27 113 87

linear 3 -20 3 -3 4 -14 14 -18 0 -22 33 33 -13 7 0 7

NN -3 -3 -3 -3 4 4 4 -14 -17 -17 13 0 0 0 0 0

estimation errors and a high error variation. The mean errors are 12.1 percent
for the linear model, 23.7 percent for Mt, and 35.8 percent for DPM. Clearly,
the machine learning approach yields a strong improvement over the standard
methods from software engineering. The improvement over the linear model
shows that the function to be learned has a non-linear component.

Using more input features for fitting the unknown function decreases the per-
formance of the models significantly. In Figure 1, the number of input features

-30

-28

-26

-24

-22

-20

-18

-16

1 2 3 4 5
0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

m
od

el
 e

vi
de

nc
e

re
la

tiv
e 

er
ro

r

no. of input features

average evidence
min-max range for evidence
jackknife error

Fig. 1. The jackknife error of the machine
learning approach when using input vectors
of increasing dimensionality.

is varied from 1 to 5 according to the
ranking of the features given in sub-
section 2.2. For each set of features,
the model selection procedure of sub-
section 2.4 is applied to each of the 16
jackknife datasets; then, the average
model evidence and testing error over
the 16 resulting models is computed.
The average model evidence is high-
est when only two features are used,
namely, tdd and std . The average test-
ing error is minimal with these two
input features. This result experimen-
tally justifies having selected two in-
put features as was suggested by the
rule of thumb in subsection 2.2.



The feature tdd is an important input for the estimation because it gives a
lower bound for the number of defects in the document. Yet, two rather different
inspections can lead to the same total number of different defects detected. For
example, in one inspection some reviewers might detect a large number of defects
while others detect only a few defects; in some other inspection, each reviewer
might detect about the same number of defects. The feature std distinguishes
between two such cases, thus being an important supplement to the feature tdd.

The process we have described for building defect content estimation models
for software inspections can easily be deployed in a business environment. The
process can run automatically without constant interaction by a machine learn-
ing specialist. In particular, the estimation models can automatically adapt to
new empirical data.
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